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Recommendation system

   “Recommendation Systems are software agents that 
elicit the interests and preferences of individual 
consumers and make recommendations accordingly.”

[Xiao & Benbasat, MISQ, 2007]
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Recommender system application areas
Online Shopping Social Media
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Real time examples
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•Thousands of news 
articles and blog posts are 
created every day.
•Millions of movies, 
programs are streamed 
online.

Information 
overload
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Information Overload - Problem
 Lots of option creates more confusion.
 Problem – 

   “ How can the user find interesting information”

 Recommendation is widely used to mitigate the problem of 
information overload.
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Benefits

 Narrows down the set of 
choices offered

 It helps the user to find 
interesting items.

Customer Provider

 Increases  the revenue.
 Increase user satisfaction.
 Sell more diverse items
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•Netflix : 2/3 of the movies watched are 
recommended
•Google news: recommendations generate 
38% more click through.
•Amazon: 35% sales from recommendation.
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Recommendation systems 
 Estimate a function that automatically predicts “how the user  will 

like an item”
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Input Output

User profile parameters
•Past preferences
•Demographic characteristics

Relevant Items

Items score
I1 0.87

I2 0.32

I3 0.1

I4 0.2



Recommendation Approaches

Collaborative Filtering 
(user- user similarity) :  
Find the items which are 
popular among the peers.

Item 
Hierarchy

Attribute based 
recommendations

Collaborative Filtering 
(item – item similarity)

Social/ internet 
graph based
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Model based (SVM)

Collaborative filtering

Content Based

Knowledge 
Based



Collaborative filtering
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User Profile, 
Demographic/ 

Cognitive 
characteristics

Community data

Items score
I1 0.87

I2 0.32

I3 0.1

I4 0.2

Find items which are 
popular among peers



Collaborative filtering
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 Most Prominent approach to generate recommendations.
 Used by large commercial, ecommerce sites.
 Various state of art algorithms exist.

 Basic assumptions:
 User provide ratings to the items either explicitly or implicitly.
 These ratings are used in recommending the highly relevant 

items which are not yet rated by the user.



User based Collaborative Filtering 
 It is used in Digg.
 Collaborative filtering makes use of ratings matrix.
 Basic steps:

 Identify the users who are similar to the target/active user.
 Identify the products liked by the similar users.
 For each item not rated by the  target user, predict the rating.
 Recommend a set of top N products.
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User based Collaborative Filtering
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User based Collaborative Filtering
 How to measure similarity between users?

 Popular similarity metric used is Pearson correlation 
coefficient. It takes value between –1 and +1.
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a, b - vectors of users
P- list of items rated by both user a and b
    - average rating of user a



Contd…
 How many neighbors to be considered?

 It depends on the user. But number of neighbors would 
greatly influence the output.

 How to generate prediction from neighbor’s ratings?
 Common prediction function used:
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Contd…

I1 I2 I3 I4 I5 I6
i
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Active user
sim(1,4) = 0.88



Contd…
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I1 I2 I3 I4 I5 I6
i 0.88

1

-1

4.6



Memory - based vs Model - based
 User based Collaborative Filtering is said to be memory based.

 Straightforward and simple algorithm.
 Provides good predictions.
 Doesn’t scale well for real time scenarios.

 Model based approaches:
 Two step process
 Model building / Training phase and Model usage phase
 Many algorithms are used : SVD, Probabilistic models etc.
 Model building phase is computationally expensive.
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Model – based Approaches
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Item based Collaborative Filtering 
 Ex: Amazon, Netflix , YouTube etc.
 Basic idea:

 It uses similarity between the items based on the ratings given 
by the user.
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Contd…
 Ratings are considered as n-dimensional vector.

 N-represents the total no of users.
 Similarity is calculated based on the angle between the vectors 

(difference in rating scale is not considered)

 Certain similarity measures do consider the difference in the 
rating scale.

22



Amazon : Item – Item filtering [ Implicit 
Rating ]
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Challenges 
 Data Sparsity

 User/Item interactions are under 1%
 Website usually contains Large collection of items, user ratings 

would be available for small percentage of them.
 Cold – start problem

 How to recommend a new items?
 Use content based information

 What to recommend for new users?
 Non personalized recommendation 
 Recommend highly rated items 
 Use profile of the user to recommend
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Addressing user cold start
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Contd..
 Data Scalability

 Number of computations grows with increase in number of items 
and users

 In order to address the issue, following preprocessing techniques are 
used by Amazon.
 Calculate the item similarities in advance
 Threshold : select only the items which are rated by at least n users
 It limits the size of the neighborhood [ but it affects the accuracy of the 

system]
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Recommendation as Data Mining
The core of Recommendation 
engine can be assimilated as 
general problem of data mining.

(Amatriain et al. Data Mining 
Methods for Recommender 
Systems in Recommender 
Systems Handbook) 
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Dimensionality Reduction
 PCA (Principal Component Analysis )
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I1 I2

1 1

2 2

3 3

4 4

5 5



Contd..
 Instead of representing the data points in the normal axis. 
 Represent the data points using the principal components.
 Direction which captures most variance in the data.
 How to identify the principal components?

 Find the eigen values and eigen vector for the ratings matrix.
 Eigen vectors – direction of the principal component.
 Eigen values – variance associated with the specific direction

 Transform the original matrix to the transformed space where 
data points are represented with fewer number of principal 
components.
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SVD (Singular Value Decomposition)
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Interpreting SVD
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Connects people to 
concepts

Relates movies to 
concepts

Provides strength of 
each concept



Interpreting SVD
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Strength of the component is 
very small



Dropping out smallest Singular values
 Sum of the squares of the retained singular values should be at 

least 90% of the sum of squares of all singular values.
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Prediction using SVD
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 In order to find the items to be recommended to a new user    
q=[4 0 0 0 0]

 Map the vector to the concept space x=qV
    X=[2.32 0]
 Map the result to the movie space by multiplying it with
    [1.35, 1.35, 1.35, 0, 0] 



Restricted Boltzmann Machine
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 Binary  version of factor analysis.
 Input is not a ratings matrix. Instead, the input is binary vector 

corresponding to whether the person liked the movie or not?
 RBM is a stochastic neural network
 It contains a layer of visible unit. 

 Number of nodes = number of movies
 The state of visible units depend on the user’s movie preferences
 It also contains layer of hidden units which correspond to the 

concepts.



Contd..
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Training RBM
 On providing the movie preferences, visible units are activated.
 The activation state of the visible unit is fed as the input to the 

hidden units.
 Based on the input from visible units, activation state of hidden 

unit is determined.
 The resultant is fed as the input to the visible unit.
 The difference between the past and current activation states of 

the visible unit are used to adjust the weights and the threshold.
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Ensemble models
 Making use of multiple models.
 Netflix uses ensemble of 107 algorithms
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Open source tools-Collaborative Filtering
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Content based Recommendation
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User Profile, Demographic/ 
Cognitive characteristics

Items score
I1 0.87

I2 0.32

I3 0.1

I4 0.2

Find similar items based on 
the past preferences

Item Rate Brand Category



Content based Recommendation
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Contd..
 Create profiles for both item and user.
 Mostly Content based recommendation systems are used to 

recommend the text documents ex. news articles or blogs.
 The item profile must capture the important characteristics of the 

document.
 Features : Structured and unstructured ( text description )

42



Contd..
 Unstructured – Identification of words for characterize the topic 

of a given document.
 Eliminate stop words.
 Compute TF-IDF score for the remaining words.
 The words with highest TF-IDF score is used to characterize the 

document.
 The user profile is created using the ratings provided by the user 

for the documents
 Similarity measure: cosine similarity is used to find the relevance 

of item profile and user profile.
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Recommending items – (Query based 
Retrieval)
 Users are allowed to provide feedback on relevance of the 

document.
 Queries are automatically extended with additional weight to 

the relevant documents.
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Probabilistic Models
 The problem of recommendation is modeled as a two class 

problem. 
 Model:

 2 classes: Like/Dislike
 Simple Boolean representation
 Calculate the probability that the item is liked / disliked by the 

user based on Bayes theorem.
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Limitations
 Overspecialization
 Limited Content Analysis
 Keywords may not be sufficient.
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Knowledge based Recommendation
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User Profile, Demographic/ 
Cognitive characteristics

Items score
I1 0.87

I2 0.32

I3 0.1

I4 0.2

Item Rate Brand Category

a

c d e

b

Knowledge Models

Items that fit my needs



Knowledge Based Recommendation
 Constraint Based

 Explicitly defined conditions.
 Case Based

 Similarity to specified requirements
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Constraint Based (WeeVis)
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Limitations
 Cost of Knowledge acquisition
 Accuracy of models
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Research Challenges
 Scalability
 Proactive recommender systems
 Optimization of recommendations
 Distributed recommender system
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Datasets

 https://gist.github.com/entaroadun/1653794
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Thank you
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